
Ph.D. position France ‑ Japan
Hemispherical vision for pose measurement with large ranges

and high resolutions for precision robotics and indoor humanoid
localization

Ph.D. supervisors: Guillaume Laurent1, Antoine André2, Patrick Sandoz3
Ph.D. period: starting on October 1st 2025 for 36 months

Context

Figure 1: RHP Friends robot [1] with a peri‑
odic pattern projected on the ceiling.

In robotics, whether industrial, mobile, collabo‑
rative, or humanoid, precise and repeatable mo‑
tion is essential for tasks such as sub‑millimetric
assembly, safe human‑robot interaction, or reli‑
able navigation in indoor environments. Accurate
pose estimation is therefore a key challenge. A
common approach to perform this pose estima‑
tion is to rely onexteroceptive sensors, suchasmo‑
tion capture systems or laser trackers, which offer
high precision levels, but are costly, cumbersome
and restricted to controlled environments. In con‑
trast, onboard vision systems enable greater de‑
ployment flexibility but generally suffer from lower
accuracy (∼ 10 cm error), particularly in angular
measurements (∼ 5◦ error), due to theirrelianceon
feature‑basedmethods.

FEMTO‑ST Institute (AS2M department4) tack‑
led this problematic for microrobotics applica‑
tions, bydesigningperiodic visual targets, affixedon studied robots [2, 3].Byperforming spectral
analysis on these periodic visual targets, thismethod achieves nanometric translational andmi‑
croradian angular resolution over a 10 cm range, with applications inmicro‑robotics likemicro‑
assembly and force sensing [4, 5]. However, this approach is limited to microscopy and long‑
focal imaging systems, which restricts its usage to narrow angular ranges.On the other hand,

1https://gjlaurent.github.io/
2https://antoineandre.github.io/
3https://www.femto-st.fr/fr/personnel-femto/patricksandoz
4https://www.femto-st.fr/fr/Departements-de-recherche/AS2M/Presentation
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at the CNRS‑AIST Joint Robotics Laboratory (JRL)5, recent research focuses on the use of hemi‑
spherical cameras (field of view≥ 180◦) for tasks such as orientation estimation and visual ser‑
voing [6, 7], applied to robotic arms and humanoids [8, 1]. Although these cameras offer a wide
measurement range, they lack high resolution due to optical distortion and low angular resolu‑
tion.

This thesis lies at the intersection of hemispherical vision and high‑resolution pose estima‑
tion for robotics. The main goal is to overcome the limitations of both approaches by adapt‑
ing spectral pose estimation to wide‑angle vision systems embedded in robots. By doing so,
this thesis will lead to a compact, high‑precision, onboard posemeasurementmethod suited to
both precision robotics and large‑scale humanoid platforms, bridging the gap between range
and resolution.

Research proposal
The PhD project will be structured in three main phases.

Develop an adapted periodic target to hemispherical lens design The first phase will focus
onstudying the state‑of‑the‑art approaches in computer vision forposeestimationand themod‑
eling of hemispherical cameras. Thiswill include studying existingmethods for spectral analysis
of periodic patterns, analyzing the optical characteristics of hemispherical cameras, and mod‑
eling their distortions. A key step will be the design and fabrication of periodic targets adapted
to hemispherical vision, to ensure homogeneous posemeasurement over awide angular range.
This phase will also include the integration of the designed periodic target to validate its perfor‑
mances.

Real‑timeposeestimationandprojectioncompensations The secondphasewill aim to val‑
idate and study the performances of the designed periodic target in real experimental setups.
After implementing real‑time pose measurement, this step of the Ph.D. will aim to integrate dy‑
namic compensation of the visual target with respect to the measured pose. This projection
system for the visual targets will also be designed to guarantee precise measurement across
varying lighting conditions and distances.

Validation and application to robotics platforms The final phase will consist of validating
the complete system on precision robots at FEMTO‑ST and on humanoid robots at JRL. The
system will be deployed on a humanoid platform to demonstrate its effectiveness for indoor
pose measurement. The evaluation will focus on the accuracy, robustness, and effective range
of measures of the system in real‑world conditions. A comparative analysis with existing ap‑
proaches will be conducted to assess the performance gains achieved in pose and orientation
estimation.

5https://unit.aist.go.jp/jrl-22022/en/
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Working conditions
The thesis will be conducted half‑time between France (AS2M department, FEMTO‑ST Institute,
Besançon) and Japan (CNRS‑AIST JRL, Tsukuba). As presented in the chart below, the first and
second years of the Ph.D. will be mostly carried at FEMTO‑ST Institute with one 3‑month trip to
JRL to conduct experiments. The last part of the thesis will be conducted at JRL, with a 1‑year
stay, before going back to FEMTO‑ST Institute to prepare the Ph.D. defense.
ThePh.D. studentwill be gratifiedwith a gross salary of 2200e in 2025 and, starting 2026, 2300e.
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Figure 2: Planned stays repartition between FEMTO‑ST and JRL during the Ph.D.

Expected skills
Coming from either an engineering school or a university, the candidate should have an aca‑
demic level of English, a strong background in robotics (direct/inverse kinematics), computer
vision (image processing, pose estimation, spectral analysis), and programming (C++, OpenCV,
ROS2, Python). A research experience at the Master’s level would be greatly appreciated.

Applications
Candidates should prepare a unique PDF file including their CV, a transcript of their master’s
results, and a one‑page summary of a personal, industrial, or academic project they have com‑
pleted, including one or two figures.
Applications must be submitted via the CNRS website by midnight on 3 July:

https://emploi.cnrs.fr/Offres/Doctorant/UMR6174-GUILAU-001/Default.aspx

For further information, please contact one of us.
Guillaume Laurent: guillaume.laurent@ens2m.fr
Patrick Sandoz: patrick.sandoz@univ‑fcomte.fr
Antoine André: antoine.andre@aist.go.jp
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